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Thinking about Thought 

ÅIntroduction 

ÅPhilosophy of Mind 

ÅCognitive Models 

ÅMachine Intelligence 

ÅLife and Organization 

ÅEcology 

ÅThe Brain 

ÅDreams and Emotions 

ÅLanguage 

ÅModern Physics 

ÅConsciousness 

Make it idiot proof and someone will make a better idiot 

(One-liner signature file on the internet) 
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Session Three: Machine Intelligence 
for Piero Scaruffi's class  

"Thinking about Thought"  

at UC Berkeley (2014) 

 

Roughly These Chapters of My Book ñNature 

of Consciousnessò: 

3. Machine Intelligence 

5. Common Sense: Engineering The Mind 

6. Connectionism And Neural Machines 
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Mind and Machines 

Is our mind a machine?  

Can we build one? 

Mathematical models of the mind 

 Descartes: water fountains 

 Freud: a hydraulic system 

 Pavlov: a telephone switchboard  

 Wiener: a steam engine 

 Simon: a computer 

The computer is the first machine that can be 

programmed to perform different tasks 
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A Brief History of Logic 

Pythagorasôs' theorem (6th c BC): a relationship between 

physical quantities that is both abstract and eternal 

Euclides' "Elements" (350 BC), the first system of Logic, 

based on just 5 axioms 

Aristoteles' "Organon" (4th c BC): syllogisms 

William Ockham's "Summa Totius Logicae" (1300 AD) on 

how people reason and learn 

Francis Baconôs "Novum Organum" (1620)  

Rene' Descartesô "Discours de la Methode" (1637): the 

analytic method over the dialectic method  

Gottfried Leibniz ós "De Arte Combinatoria" (1676)  

Leonhard Euler (1761) how to do symbolic logic with 

diagrams  

Augustus De Morgan's "The Foundations of Algebra" (1844)  
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A Brief History of Logic 

George Boole's  "The Laws Of Thought" (1854): the 

laws of logic ñareò the laws of thought 

Propositional logic and predicate logic: true/false! 
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A Brief History of Logic 

Axiomatization of Thought: 

Gottlob Frege's "Foundations of Arithmetic" 

(1884) 

Giuseppe Peano's "Arithmetices Principia 

Nova Methodo Exposita" (1889) 

Bertrand Russell's "Principia Mathematica" 

(1903) 
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The Axiomatic Method 

ÅDavid Hilbert (1900)  

ïHilbertôs second problem: prove 

the consistency of the axioms of 

arithmetic 
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The Axiomatic Method 

ÅDavid Hilbert (1928)  

ïEntscheidungsproblem problem: the 

mechanical procedure for proving 

mathematical theorems 

ïAn algorithm, not a formula 

ïMathematics =  blind manipulation of symbols 

ïFormal system = a set of axioms and a set of 

inference rules 

ïPropositions and predicates 

ïDeduction = exact reasoning  

ïLogic emancipated from reality by dealing 

purely with abstractions 
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The Axiomatic Method 

ÅParadoxes 

ïòI am lying" 

ïThe class of classes that do not belong 

to themselves (the barber who shaves 

all barbers who do not shave 

themselves) 

ïThe omnipotent god 



10 

The Axiomatic Method 

ÅKurt Goedel (1931)  

ïThe answer to Hilbertôs second problem 

ïAny formal system contains an 

ñundecidableò proposition 

ïA concept of truth cannot be defined 

within a formal system 

ïImpossible to reduce logic to a 

mechanical procedure to prove 

theorems (ñdecision problemò) 
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The Axiomatic Method 

ÅAlfred Tarski (1935)  

ïDefinition of ñtruthò: a statement is true if it 

corresponds to reality (ñcorrespondence 

theory of truthò)  

ïTruth is defined in terms of physical concepts  

ïLogic grounded back into reality 
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The Axiomatic Method 

ÅAlfred Tarski (1935)  

ïBase meaning on truth, semantics on logic 

(truth-conditional semantics) 

ï ñInterpretationò and ñmodelò of a theory 

(ñmodel-theoreticò semantics) 

ïTheory = a set of formulas. 

ïInterpretation of a theory = a function that 

assigns a meaning (a reference in the real 

world) to each formula 

ïModel for a theory = interpretation that satisfies 

all formulas of the theory   

ïThe universe of physical objects is a model for 

physics  



13 

The Axiomatic Method 

ÅAlfred Tarski (1935)  

ïBuild models of the world which yield 

interpretations of sentences in that world 

ïMeaning of a proposition=set of situations in 

which it is true 

ïAll semantic concepts are defined in terms of 

truth  

ïMeaning grounded in truth 

ïTruth can only be relative to something 

ïñMeta-theoryò 
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The Axiomatic Method 

ÅAlan Turing (1936)  

ïHilbertôs challenge (1928): an algorithm 

capable of solving all the mathematical 

problems 

ïTuring Machine (1936): a machine whose 

behavior is determined by a sequence of 

symbols and whose behavior determines the 

sequence of symbols 

ïA universal Turing machine (UTM) is a Turing 

machine that can simulate an arbitrary Turing 

machine  
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The Axiomatic Method 

ÅAlan Turing (1936)  

ïComputation = the formal manipulation of 

symbols through the application of formal 

rules 

ïTuring machine = a machine that is capable 

of performing any type of computation 

ïTuring machine = the algorithm that Hilbert 

was looking for  

ïHilbertôs program reduced to manipulation of 

symbols 

ïProblem solving = symbol processing 
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The Axiomatic Method 

ÅThe Turing machine: 

ïéan infinite tape (an unlimited 

memory capacity) 

ïé marked out into squares, on each 

of which a symbol can be printedé 

ïThe machine can read or write one 

symbol at a time 

ïAt any moment there is one symbol in 

the machine, the scanned symbol 

ïThe machine can alter the scanned 

symbol based on that symbol and on a 

table of instructions 

ïThe machine can also move the tape 

back and forth 
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The Axiomatic Method 

ÅAlan Turing (1936)  

ïUniversal Turing Machine: a Turing 

machine that is able to simulate any other 

Turing machine 

ïThe universal Turing machine reads the 

description of the specific Turing machine 

to be simulated 

Turing Machine 



18 

The Axiomatic Method 

ÅTuring machines in nature: the ribosome, which 

translates RNA into proteins 

ïGenetic alphabet: nucleotides ("bases"): A, C, G, U 

ïThe bases are combined in groups of 3 to form "codonsñ 

ïRNA is composed of a string of nucleotides ("bases") 

according to certain rules  

ïThere are special carrier molecules ("tRNA") that are 

attached to specific aminoacids (proteins) 

ïThe start codon encodes the aminoacid Methionine 

ïA codon is matched with a specific tRNA  

ïThe new aminoacid is attached to the protein 

ïThe tape then advances 3 bases to the next codon, and the 

process repeats 

ïThe protein keeps growing 

ïWhen the ñstopò codon is encountered, the ribosome 

dissociates from the mRNA 
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The Axiomatic Method 

ÅAlan Turing (1936)  

ïComputable functions = ñrecursiveò functions 

ïRecursion, the Lambda-calculus, and the Turing 

machine are equivalent 

ïEach predicate is defined by a function, each 

function is defined by an algorithm  
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Computer Science 

1941: Konrad Zuse's Z3 programmable electronic 

computer 

1943: Warren McCulloch's and Walter Pitts' binary 

neuron  
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Computer Science 

Å World War II: 

ï Breaking the Enigma code (Bombe) 

ï Turing worked at Bletchley Park where the  

Colossus was built but it was not a universal 

Turing machine (not general purpose) 

Replica of the Bombe 
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Computer Science 

1945: John Von Neumann's computer architecture 

Control unit: 

Åreads an instruction from memory 

Åinterprets/executes the instruction 

Åsignals the other components what to do 

ÅSeparation of instructions and data (although 

both are sequences of 0s and 1s) 

ÅSequential processing 
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Computer Science 

Å The first non-military computer, ENIAC, by John 

Mauchly and Presper Eckert (1946) 
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Computer Science 

1947: John Von Neumann's self-

reproducing automata 

1. A universal constructor A, which can 

construct another automaton according 

to instruction I. 

2. A copier B, which can make a copy of 

the instruction tape I. 

3. A controller C, which combines A and B 

and allows A to construct a new 

automaton according to I, B to copy 

instructions from I and attach them to 

the newly created automaton  

4. An instruction tape describing how to 

construct automaton A+B+C 
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Cybernetics 

1943: Beginning of Cybernetics 

1946: The first Macy Conference on Cybernetics 

ïJohn von Neumann (computer science),  

ïNorbert Wiener, Walter Pitts (mathematics),  

ïRafael Lorente de No, Ralph Gerard, etc (neurology),  

ïWarren McCulloch (neuropsychiatry),  

ïGregory Bateson, Margaret Mead (anthropology),  

ïHeinrich Kluever, Lawrence Kubie, etc (psychology) 

ïFilmer Northrop (philosophy),  

ïLawrence Frank, Paul Lazarsfeld (sociology) 
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Cybernetics 

Norbert Wiener (1947) 

ÅBridge between machines and nature, 

between "artificial" systems and natural 

systems 

ÅFeedback, by sending back the output as 

input, helps control the work of the machine 

ÅA control system  is realized by a loop of 

action and feedback 

ÅA control system is capable of achieving a 

"goal", is capable of "purposeful" behavior 

ÅLiving organisms are control systems  

vs 
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Cybernetics 

ÅNicholas Bernstein  (1920s): self-regulatory 

character of the human nervous system 

ÅWalter Cannon (1930s): Feedback is crucial 

for "homeostasis", the process by which an 

organism tends to compensate variations in 

the environment in order to maintain its 

internal stability 

ÅMessage 

ÅNoise 

Å Information 

ÅEntropy = a measure of disorder = a measure 

of the lack of information  
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Cybernetics 

Norbert Wiener (1947) 

Å Information is the opposite of entropy:  

ïñThe amount of information in a system is a 

measure of its degree of organization, so 

the entropy of a system is a measure of its 

degree of disorganization"  

ï"The quantity that we here define as 

amount of information is the negative of the 

quantity usually defined as entropy in 

similar situations." 

ïñThe processes which lose information 

are... closely analogous to the processes 

which gain entropy. " 
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Cybernetics 

ÅParadigm shift from the world of continuous 

laws to the discrete world of algorithms 

The effect of an algorithm is to turn timeôs 

continuum into a sequence of discrete 

quanta, and, correspondingly, to turn an 

analog instrument into a digital instrument 

A watch is the digital equivalent of a 

sundial: the sundial marks the time in a 

continuous way, the watch advances by 

units. 

(Ikea) 
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Cybernetics 

Norbert Wiener (1947) 
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Cybernetics 

Cybernetics 

An analog instrument can be precise, and 

there is no limit to its precision.  

A digital instrument can only be approximate, 

its limit being the smallest magnitude it can 

measure  

Titan Octane 9308KM01 
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Cybernetics 

Ross Ashby (1952) 

ïBoth machines and living beings tend to 

change in order to compensate variations in the 

environment, so that the combined system is 

stable 

ïThe "functioning" of both living beings and 

machines depends on feedback processes 

ïThe system self-organizes 

ïIn any isolated system, life and intelligence 

inevitably develop   
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Cybernetics 

William Powers  (1973) 

ÅLiving organisms and some machines 

are made of hierarchies of control 

systems  

ÅBehavior is a backward chain of 

behaviors: walking up the hierarchy 

one finds out why the system is doing 

what it is doing (e.g., it is keeping the 

temperature at such a level because 

the engine is running at such a speed 

becauseé and so forth).  

ÅThe hierarchy is a hierarchy of goals 

(goals that have to be achieved in 

order to achieve other goals in order 

to achieve other goals in order toé) 


