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Roughly These Chapters of
of Consciousnesso:

3. Machine Intelligence
5. Common Sense: Engineering The Mind
6. Connectionism And Neural Machines



Mind and Machines

Is our mind a machine?

Can we build one?

Mathematical models of the mind
Descartes: water fountains
Freud: a hydraulic system
Pavlov: a telephone switchboard
Wiener: a steam engine
Simon: a computer

The computer is the first machine that can be
programmed to perform different tasks



A Brief History of Logic

Pyt hagorasos' theorem (6th <c
physical quantities that is both abstract and eternal

Euclides' "Elements" (350 BC), the first system of Logic,
based on just 5 axioms

Aristoteles' "Organon" (4th ¢ BC): syllogisms

William Ockham's "Summa Totius Logicae" (1300 AD) on
how people reason and learn

Franci s Baconodos " Novum Organu

Rene' Descartesodo " Discours de
analytic method over the dialectic method

Gottfried Leibniz o0s "De Arte

Leonhard Euler (1761) how to do symbolic logic with
diagrams

Augustus De Morgan's "The Foundations of Algebra" (1844) 4



A Brief History of Logic

George Boole's "The Laws Of Thought" (1854): the
| aws of | ogic fnareo the

Propositional logic and predicate logic: true/false!

FvG=G vF; FAG=GaF. commutativity

(FvG)vH=F v (G v H); [FAG)AH=F A (G A H). associativity

Fv{GaH)={F v G)a(F v H). distributivity

FA{GvH)=(F aG)v(F aH). distributivity

M[FvG)="F s G, M[FAaG)="FvG, De Morgan
(Jx)Tet(x)

(Vx)(Tet(x) — Large(x))

((Vz)(Tet(z) — Large(z)) — (Tet(z) — Large(z))

connectives = {&,7 ,v, A, =} Tet(z) - Large(z)
: — Large(z) — (3x)Large(x)
quantifiers = {¥, J} Tet(z) — (3z)Large(z)
(dz)Tet(z) — (dz)Large(x)
(dx)Large(z)



A Brief History of Logic

Axiomatization of Thought:

Gottlob Frege's "Foundations of Arithmetic"
(1884)

Giuseppe Peano's "Arithmetices Principia
Nova Methodo Exposita" (1889)

Bertrand Russell's "Principia Mathematica"
(1903)




The Axiomatic Method

A David Hilbert (1900)

i Hi |l bert s second p
the consistency of the axioms of
arithmetic




A David Hilbert (1928)

The Axiomatic Method

- Entscheidungsproblem problem: the
mechanical procedure for proving
mathematical theorems

An algorithm, not a formula
Mathematics = blind manipulation of symbols

Formal system = a set of axioms and a set of
Inference rules

Propositions and predicates
Deduction = exact reasoning

Logic emancipated from reality by dealing
purely with abstractions




The Axiomatic Method

A Paradoxes
ifol am |l ying"
I The class of classes that do not belong
to themselves (the barber who shaves

all barbers who do not shave
themselves)

I The omnipotent god




The Axiomatic Method

A Kurt Goedel (1931)
I The answer to Hi |l bertos

I Any formal system contains an
Aundeci dabl eo proposition

I A concept of truth cannot be defined
within a formal system

I Impossible to reduce logic to a
mechanical procedure to prove
t heorems (ndecision probl

S
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The Axiomatic Method

A Alfred Tarski (1935)
i Definition of fAtrutho:
corresponds to reality
t heory of trutho)

I Truth is defined in terms of physical concepts
I Logic grounded back into reality

11



The Axiomatic Method

A Alfred Tarski (1935)

I Base meaning on truth, semantics on logic
(truth-conditional semantics)

I Al nterpretationo and nmod
( A motdlred or eti co semanti cs)

I Theory = a set of formulas.

I Interpretation of a theory = a function that
assigns a meaning (a reference in the real
world) to each formula

I Model for a theory = interpretation that satisfies
all formulas of the theory

I The universe of physical objects is a model for
physics

12



A Alfred Tarski (1935)

The Axiomatic Method

Build models of the world which yield
Interpretations of sentences in that world

Meaning of a proposition=set of situations in
which it is true

All semantic concepts are defined in terms of
truth

Meaning grounded in truth
Truth can only be relative to something
A Met meor yo
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The Axiomatic Method

A Alan Turing (1936)

i Hi |l bert s chall enge (
capable of solving all the mathematical
problems

I Turing Machine (1936): a machine whose
behavior is determined by a sequence of
symbols and whose behavior determines the
sequence of symbols

I A universal Turing machine (UTM) is a Turing
machine that can simulate an arbitrary Turing
machine

14



A Alan Turing (1936)

The Axiomatic Method

I Computation = the formal manipulation of
symbols through the application of formal
rules

Turing machine = a machine that is capable
of performing any type of computation

Turing machine = the algorithm that Hilbert
was looking for

Hi | bert s program reduced
symbols

Problem solving = symbol processing

15



The Axiomatic Method

A The Turing machine:

fean I nfinite tape
memory capacity)

I € mar ked out |l nt O
of which a symbol

I The machine can read or write one
symbol at a time

I At any moment there is one symbol in
the machine, the scanned symbol

I The machine can alter the scanned

symbol based on that symbol and on ¢

table of instructions

I The machine can also move the tape
back and forth

(an

7. Detoiled deseription af the wniversal mackine,

A table is given below of the behaviour of this universal machine. The
wni-configurations of which the machine is eapable are all those poourring m
the first and last oolumns of the table, together with all thoss which coeur
when we write oub the unabbrevizted tables of those which appear in the

stable in the form of sm-funetions.  E.g., efanf] appears in the table and is an

wmefunction. Tis unabbrevisted table is (soe p. 239)

[a R’ eyfamnf)
cfanf) 1
{not @ L e(anf}
)  Any RE R eyfanf)
i None anf

Comesaquently ¢ {anf) i& an s-configuration of AL

When 11 is rendy to start work the tape ronming throngh it bears om it
the avmbol 2 on an Feguare sod agnin o oo the next F-aquace; after this,
an F-equaree only, comes the 8.1 of the machine followed by o doubls
eolon 17 (& gingla symbol, on an Faq nnre). . The 8.1 conslsts of a
number of instruetions, separatéd by semi-colons,

Each instruction consista of five consecubive parts

{i) =D followed by 2 sequence of letters .4 ™. This desoribes the

welevant we-confignration.

(i) =0 followed by a sequence of letters <€, This deseribes the
wosaned symbel,

(i) D" followed by ancther sequence of lstters 0", This
Aescribes the symbol into which the scanned eymbol is to be changed. |

(iv] # L, < R", or " N", describing whether the machine is to move
to left, right, or not at all.

{w) “ D" followed by @ sequence of lettera “ 4. This describes the
final m-configuration,
The machine if is to be oapable of printing =A™, " ¢¥, «D", 0%,

1 Lok gt The 8.1 is formed from ;"

gt gy
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The Axiomatic Method

A Alan Turing (1936)

I Universal Turing Machine: a Turing
machine that is able to simulate any other
Turing machine

I The universal Turing machine reads the
description of the specific Turing machine
to be simulated

[

-

Universal |
Inpus tepe Turing
[ .t [] ete Machine .
llIzlaldjalnl?li'nlmnu ; [llz'f-llflﬁ ']IIn'm[n[ 12 ¢ : Instructions
0 Turing Machine
p'“dh“dT | ] wote bt Description
‘ Instructions | o Infinite Tape k: =
0 1 0 0 1 1 0 0 0

Turing Machine -



The Axiomatic Method

A Turing machines in nature: the ribosome, which
translates RNA into proteins
I Genetic alphabet: nucleotides ("bases"): A, C, G, U
i The bases are combined I n group

I RNA is composed of a string of nucleotides ("bases")
according to certain rules

I There are special carrier molecules ("tRNA") that are
attached to specific aminoacids (proteins)

I The start codon encodes the aminoacid Methionine
I A codon is matched with a specific tRNA
I The new aminoacid is attached to the protein

I The tape then advances 3 bases to the next codon, and the
process repeats

I The protein keeps growing
i When the nstopo codon i s encoun
dissociates from the mRNA 18



The Axiomatic Method

A Alan Turing (1936)
I Computable functions = 0nr

I Recursion, the Lambda-calculus, and the Turing
machine are equivalent

I Each predicate is defined by a function, each
function is defined by an algorithm

19
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Computer Science

1941: Konrad Zuse's Z3 programmable electronic
computer

1943: Warren McCulloch's and Walter Pitts' binary
neuron |

f\ )




Computer Science

A World War II:
I Breaking the Enigma code (Bombe)
I Turing worked at Bletchley Park where the
Colossus was built but it was not a universal
Turing machine (not general purpose)

Replica of the Bombu

21



Computer Science

1945: John Von Neumann's computer

ASeparation of instructions and data (although

both are sequences of Os and 15s)
ASequential processing

._J Arithmetic |
‘ and Logic
o _
Input ] e ‘ Main
; Output 4 Memory‘}
Equipment \ 4
Program R
Control Unit g\

Control unit:

Aeads an instruction from memory
Anterprets/executes the instruction
Asignals the other components what to do

architecture

¥

Fetch instruction from memory

¢

Decode instruction

v

Evaluate address

¢

Fetch operands from memory

v

Execute operation

¢

Store result

_I Don Fussell
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A

Computer Science

The first non-military computer, ENIAC, by John
Mauchly and Presper Eckert (1946)

."’

23



Computer Science

1947: John Von Neumann's self-
reproducing automata

1. A universal constructor A, which can
construct another automaton according
to instruction I.

2. A copier B, which can make a copy of
the instruction tape I.

3. A controller C, which combines A and B
and allows A to construct a new
instructions B
automaton according to |, B to copy copier
instructions from | and attach them to
the newly created automaton

B
copy

original

4. An instruction tape describing how to C (instructions ) —

controller
automaton

construct automaton A+B+C

A+B+C

Y
A
constructor ‘




Cybernetics

1943: Beginning of Cybernetics
1946 The first Macy Conference on Cybernetics

John von Neumann (computer science),

Norbert Wiener, Walter Pitts (mathematics),

Rafael Lorente de No, Ralph Gerard, etc (neurology),
Warren McCulloch (neuropsychiatry),

- Gregory Bateson, Margaret Mead (anthropology),

Heinrich Kluever, Lawrence Kubie, etc (psychology)
Filmer Northrop (philosophy),
Lawrence Frank, Paul Lazarsfeld (sociolog
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Cybernetics

Norbert Wiener (1947)

A Bridge between machines and nature,
between "artificial" systems and natural
systems

A Feedback, by sending back the output as
Input, helps control the work of the machine

A A control system is realized by a loop of
action and feedback

A A control system is capable of achieving a
"goal", is capable of "purposeful” behavior

A Living organisms are control systems

Process | [_ouma
FEEDBACK -

26



Cybernetics

A Nicholas Bernstein (1920s): self-regulatory
character of the human nervous system

A Walter Cannon (1930s): Feedback is crucial
for "nomeostasis", the process by which an
organism tends to compensate variations in
the environment in order to maintain its
Internal stability

A Message
A Noise
A Information

A Entropy = a measure of disorder = a measure
of the lack of information

27



Norbert Wiener (1947)
A Information is the opposite of entropy:
:

Cybernetics

NThe amount of 1 nformati on
measure of its degree of organization, so
the entropy of a system is a measure of its
degree of disorganization”

"The quantity that we here define as
amount of information is the negative of the
guantity usually defined as entropy in
similar situations."

NThe processes which | ose
are... closely analogous to the processes
which gain entropy. "

28



Cybernetics

A Paradigm shift from the world of continuous
laws to the discrete world of algorithms

The effect of an algorithm is to turn time®
continuum Iinto a sedquence of discrete
guanta, and, correspondingly, to turn an
analog instrument into a digital instrument

A watch Is the digital equivalent of a
sundial: the sundial marks the time Iin a
continuous way, the watch advances bv

units. e “mr

29



Cybernetics

Norbert Wiener (1947)

Feed Forward
Disturbance

g ';t ; = Controlled ——» Cutput

Contraler

Feedback

Disturbance

) 'g | Controlled 4;—>DUTPUT
L Controlen
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Cybernetics

Cybernetics

An analog instrument can be precise, and
there is no limit to its precision.

A digital instrument can only be approximate,
its limit being the smallest magnitude it can

measure

Titan Octane 9308KM(:)&



Cybernetics

Ross Ashby (1952)

I Both machines and living beings tend to
change in order to compensate variations in the
environment, so that the combined system is
stable

I The "functioning" of both living beings and
machines depends on feedback processes

I The system self-organizes

I In any isolated system, life and intelligence
Inevitably develop

32



Cybernetics

William Powers (1973)

A Living organisms and some machines
are made of hierarchies of control
systems

A Behavior is a backward chain of
behaviors: walking up the hierarchy
one finds out why the system is doing
what it is doing (e.g., it is keeping the
temperature at such a level because
the engine is running at such a speed
becauseé and so forth).

A The hierarchy is a hierarchy of goals
(goals that have to be achieved In
order to achieve other goals in order
to achieve other goals in order toé )
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